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1. Introduction

The self-organization is the emergence of spatial patterns or temporal rhythms as are seen in vis-

FRXV�DQG�WUDI¿F�ÀRZV�� WKH�FKHPLFDO�DQG�ELRORJLFDO�FORFNV�HWF��XQGHU�VWHDG\�VXSSOLHV�RI�UHVRXUFHV�RU�

energies. Coexistences of rhythm and pattern are observed in many systems modeled by the method 

of cellular automaton (CA) (Wolfram 1994). Rhythm and pattern are manifested as a result of sym-

metry breaking.

Randomness in many degrees of freedom is expected to generally obscure the pattern and yield 

irregularity. This is also observed in the familiar models of earthquake. The point we should note 

is that earthquake is also a self-organized phenomenon at criticality (Bak et al. 1988). This has been 

well-acknowledged due to studies based on computer modeling by cellular automaton as well as two 

empirical laws : the Gutenberg-Richter-Ishimoto-Iida (GRII)’s scaling law concerning the frequency 

of seismic magnitudes (Gutenberg and Richter 1956 ;  Ishimoto and Iida 1939) and the Omori’s 

approximate scaling law (Omori 1894) for the temporal behavior of the frequency of aftershocks (Bak 

and Tang 1989).

7KH� VWDWH� RI� WKH�&$� LV� VSHFL¿HG� E\� WKH� VHW� RI� YDOXHV� DVVRFLDWHG� WR� WKH� FHOOV�� ,Q� WKH� HDUWKTXDNH�

model, those values are the energies (or force. We utilize the terminology ‘energy’ because of its 

conceptual simplicity. See, e.g., Georgoudas et al. 2007.) loaded in the cells by the tectonic 
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stress. When the energy exceeds the critical value above which the cell ruptures, the cell’s energy is 

transferred to its neighbors. In prevailing models, the cell whose energy is to be renewed is chosen 

randomly at each time step. This process is also responsible for the irregularity in the outcome of 

such kind of models (Bak and Tang 1989, Ito and Matsuzaki 1990, Barriere and Turcotte 1994) . 

What happens if the sandpile-OLNH�HDUWKTXDNH�PRGHO�LV�PRGL¿HG�WR�D�GHWHUPLQLVWLF�RQH�"��$�GHWHU-

ministic CA model with continuous variables has been analyzed by Nakanishi (1991).) Sammis and 

Smith (1999) found that rhythm emerges if initial energies are randomly distributed between zero and 

WKH�FULWLFDO�YDOXH�DQG�WKH�HI¿FLHQF\�RI�WKH�HQHUJ\�WUDQVIHU�LV�OHVV�WKDQ�RQH�� 7KH�µSHULRG¶�UHÀHFWV�WKH�

time that a cell requires from reloading to redistribution in triggering a large event.  

:KDW� LI� WKH� LQLWLDO� HQHUJLHV� DUH� GLVWULEXWHG� LQ� D� QDUURZ� EDQG"� 7KLV� TXHVWLRQ� KDV� EHHQ� SDUWLDOO\�

answered by Takahashi (2011). There, the same amount of energy is supplied to all the cells with a 

constant rate. Again, the two scaling laws, the GRII’s law and the Omori’s law were reproduced. It 

is noteworthy that, at the same time, the signs of the quasi-periodicity and the fractal-like spatial pat-

tern were observed. This model can accommodate the static periods. We would like to elucidate 

these features of the self-organization in the deterministic model more quantitatively. 

The purpose of this paper is to analyze the CA model proposed in Takahashi (2011) in detail and 

elaborate its intriguing nature : rhythm and symmetry in irregularity originated from random-

ness. By randomness, we mean that the values of the cells in the initial state are randomly distrib-

uted and the subsequent time evolution of the state involves irregularity that is discriminated from 

FKDRV�LQ�FRQWLQXRXV�V\VWHPV�� 6SHFL¿FDOO\��D�VWUHVV�LV�SXW�RQ�WKH�VLJQL¿FDQFH�RI�FRDUVH-graining (or 

rounding) of the cell’s energy in observing submerged patterns. In the followings, the attention is put 

rather on the numerical and algorithmic properties of the model than on the correspondence to physi-

cal reality. 

2. Model

Our CA consists of L×L�VTXDUH�ODWWLFH�RI�FHOOV��HDFK�RI�ZKLFK�LV�VSHFL¿HG�E\�WKH�FRRUGLQDWH�VXI¿[HV�

(i, j). The state of a cell (i, j��LV�VSHFL¿HG�E\�LWV�HQHUJ\�E ,i j. At every discrete time t, all the cells are 

subjected to the accumulation of energy 

                               (1)

as long as the energy does not exceed the critical value, 4.

The cell whose energy is equal to or exceeds 4 is called critical. If E ,i j is critical, its energy is 

.E E, ,i j i j" f+
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redistributed to the nearest neighbors at the next time step according to the rule

                                 (2a)

(2b)

(2c)

In (2b) and (2c), the peripheral cells are supposed to release some part, i.e., either 1/4 or 1/2 

depending on their locations, of their energies to the outer surroundings. Note that the dynamics and 

the boundary have the C4v symmetry of point group. 

The constant supply of energy (1), which is halted while the above energy redistribution is taking 

place, is done when no critical cell is present. The revisions of energies (2) are executed on com-

SXWHU�LQ�D�VSDWLDOO\�GH¿QLWH�RUGHU�WKDW�LV�NHSW�XQFKDQJHG�WKURXJKRXW�WKH�FDOFXODWLRQV�� 7KH�V\VWHP�LV�

deterministic and differs from the familiar CA model (e.g., Bak and Tang 1989), in which the cell to 

be revised is chosen randomly at each time step. The cell releasing its energy by (2a) is called 

active. When there is no active cell, the energy of each cell steadily increases. Such cells are called 

static.

3. Rhythm

The temporal irregularity during the process of the energy redistribution is clearly observed by the 

behavior of the quantity

(3)

By deleting the effect of the constant energy supply (1), t,i jT ^ h measures the degree of the effect of 

the dynamics (2). It is nonzero when some cell is active at t－1 and the neighboring cell (i, j) is 

affected at the next time t by the subsequent energy redistribution. Shown in Fig. 1 are the temporal 

behaviors of E t,21 21̂ h and t,21 21T ^ h of the system with the size L=40, İ＝0.005. The cell (21, 21) is 

one of the four cells that locate at the center of the lattice. The initial condition was set randomly by 

(4)

where r is a uniform random number in [0, a] with a0 4# # . In the following numerical calcula-

tions, we set a＝0.5. ,21 21T  changes randomly between positive and negative values. In static peri-

ods, E ,21 21 linearly increases while ,21 21T  is zero.  

The time series is random but the transition of the state of the cell tends to occur in adjacent 

,E E 4, ,i j i j" -

1,E E, ,i j i j1 1" +! !

1.E E, ,i j i j1 1" +! !

.t E t E t 1, , ,i j i j i jT / f- - -^ ^ ^h h h

4 ,E r0,i j = -^ h
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times. This tendency is also manifested by examining the Fourier expansion of ,21 21T :

                       (5)

The behavior of v j  is given in Fig. 2. We note that the amplitude is more dominant for higher 

frequency as .v jj \

In short, for each active period, it is hard to extract any regularity in the change of a single cell-

.t T v e1
,

/
j

i t T j

j

T
21 21

2

0

1
T = r

=

-^ ^h h!

Fig. 1　 An example of the temporal behaviors of Eij(t��DQG�ǻij(t) from t=0 to 7,692 in a system with L=40, İ＝
0.005, r=0.5.

Fig. 2　 Spectrum of the absolute values of the Fourier components of the time series shown in Fig. 1. Dotted 
line which denotes j/1,000 is also shown as comparison. 
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state. Similar result has been obtained by the stochastic CA model of earthquake (Bak and Tang 

1989 ;  Ito and Matsuzaki 1990). Their result was that the events of energy redistribution take place 

randomly and there seemed to be no apparent periodicity. Bak and Tang (1989) then concluded that 

earthquake is unpredictable. 

Our deterministic model and the stochastic model have two things in common. One is that the rate 

RI� WKH�HQHUJ\� VXSSO\� LV� FRQVWDQW�� 7KH�RWKHU� LV� WKDW� WKH�HQHUJ\�ÀRZV�RXW� IURP� WKH�ERXQGDU\�RI� WKH�

¿QLWH�ODWWLFH�RI�FHOOV�� 7KHVH�IHDWXUHV��DQ�LGHDOL]DWLRQ�RI�UHDO�HDUWKTXDNHV�DW�IDXOWV�ZLWK�WHFWRQLF�RULJLQ��

DOORZ�XV�WR�H[SHFW�WR�GH¿QH�WKH�DYHUDJHV�RI�WKH�SHULRG�� :H�XWLOL]H�WKH�WHUPLQRORJ\�TXDVL-periodicity 

for the existence of this average with not large a dispersion. The indication of the quasi-periodicity 

in CA model has been noticed by Takahashi (2011) in the deterministic model.    

Since the energy governs the dynamics, one of the appropriate quantities for extraction of the tem-

SRUDO�EHKDYLRU�LQ�WKH�V\VWHP�PD\�EH�WKH�WRWDO�HQHUJ\�� 7KHUHIRUH��ZH�GH¿QH�WKH�DYHUDJH�HQHUJ\�E\

(6)

and see its time dependence. The result is shown in Fig.3, where now the behavior of E1,1 is also 

shown.

The system was initially prepared with relatively higher energy. E1 2 gradually decreases in the 

active period of length Ta, and then, in the subsequent static period of length Ts, increases lin-

early. The decreases of E1 2�LQ�DFWLYH�SHULRGV�DUH�DOVR�DSSUR[LPDWHO\�OLQHDU�H[FHSW�IRU�LQ�WKH�¿UVW�

one. In Fig.3, the quasi-periodicity of E1 2 is obvious, as compared with E1,1 shown in the same 

¿JXUH�� 7KH�FHOO�������ORFDWHV�DW�RQH�RI�WKH�FRUQHUV�RI�WKH�ODWWLFH�DQG��OLNH�WKH�FHOO����������H[KLELWV�QR�

clear quasi-SHULRGLFLW\�� 7KLV�LQGLFDWHV�WKDW�LW�ZLOO�EH�GLI¿FXOW�WR�JUDVS�WKH�SDWWHUQ�WKH�V\VWHP�JHQHU-

ates as a whole if we always focus our attentions to the individual cell’s state.

E L E1
,

,
i j

i j
21 2= !

Fig. 3　Temporal behavior of ＜E＞ (thick line) and E1,1 (thin line) in 0 57, 618t# #  for L=40.
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Stochasticity will tend to obscure the quasi-periodicity. Ito and Matsuzaki introduced probability 

for the energy redistribution (2) to take place (Ito and Matsuzaki 1990). The temporal behavior of  

E1 2 they found has in fact poor quasi-periodicity even for a very small probability of energy redis-

tribution.

We extracted in our model the duration lengths of each active and static periods. The calculations 

ZHUH�SHUIRUPHG�WLOO�WKH�V\VWHP�H[SHULHQFHV�WZHQW\�¿YH�TXDVL-periods. The result is shown in Fig. 4 

in the order of appearance.

%\�GLVFDUGLQJ�WKH�¿UVW�QLQH�WUDQVLHQW�GDWD��WKH�OHQJWKV�RI�WKH�TXDVL-period, T=Ta+Ts, are found to be 

in the range of  7,956±314. T is expected to be approximately proportional to L2.

The simple quasi-periodic behavior the system exhibits as a whole is remarkable, considering the 

randomness of the state of individual cells. We may eventually anticipate some quasi-periodicity 

VLQFH�WKH�HQHUJ\�LQSXW�WR�WKH�V\VWHP�LV�VWHDG\�DQG�WKH�UXOH�RI�HQHUJ\�UHOHDVH�LV�¿[HG�DV������ $FWXDOO\��

WKH�ÀXFWXDWLRQ�RI�SHULRGV�LV�VPDOO�� 2Q�WKH�RWKHU�KDQG��GHWHUPLQLQJ�D�SULRUL�WKH�OHQJWK�RI�HDFK�SHULRG�

IURP�WKH�UXOH�����DQG�����VHHPV�GLI¿FXOW�

Generally, the energy of the individual cell varies quite irregularly, but the average E1 2 does 

not. Taking average is a kind of coarse-graining. (Coarse-graining is the procedure designed to 

¿QG�D�UHSUHVHQWDWLYH�YDOXH�RI� WKH�V\VWHP¶V�SK\VLFDO�TXDQWLW\�IURP�LWV� ORFDO�YDOXHV���7KXV��ZH�H[SHFW�

that the temporal pattern observed in E1 2 indicates the importance of coarse-graining to extract a 

global pattern resulted from self-organization.

4. Symmetry

We spatially ‘coarse-grain’ the system by grading the energy of each cell and take a look at the pat-

WHUQ�RI�WKH�JUDGHG�HQHUJLHV�� /HW�XV�FODVVLI\�WKH�HQHUJ\�LQWR�¿YH�FDWHJRULHV � ������E����������E<2, 

Fig. 4　Interval length of the active period Ta and the static period Ts extracted from the result shown in Fig. 3.
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������E����������E����������E. Namely, our ‘coarse-graining’ is nothing but the rounding of E for 

the categories (0)～(3). Here and in the followings, the width of the coarse-graining is set to be 

unity. Then, we observe an interesting phenomenon to take place at the beginning of each static 

period. In the previous work, we saw that, by the coarse-graining of the energies, the system passes 

through a symmetric state at the onset of the static phase (Fig. 2 in Takahashi 2011). This kind of 

state in the system of L=40, together with the preceding three typical states, is depicted in Fig. 5, 

ZKHUH�WKH�¿YH�HQHUJ\�JUDGHV�DUH�YLVXDOL]HG�E\�¿YH�JUH\�VFDOHV�

7KH�¿UVW�DFWLYH�SHULRG�FHDVHV�DW�t=7,359. The last state at t=7,360 depicted in Fig. 5 is the initial 

one in the static period and possesses C4v symmetry. The emergence of exactly symmetric state was 

not expected because the initial state of each cell has been set randomly and this relative randomness 

among cells is kept unchanged throughout the time evolution due to the symmetric rules (1) and 

(2). In fact, the characteristic patterns formed by the distribution of the coarse-grained energies are 

random in the active period as is seen in Fig. 5.

In general, for our choice of parameter values, a symmetric pattern emerges when any active period 

ceases and then the static period starts. In other words, the system passes through the symmetric 

Fig. 5　 Energetically coarse-JUDLQHG� VWDWHV� LQ� WKH� ¿UVW� DFWLYH� SHULRG� JHQHUDWHG� IURP� D� VSHFL¿F� LQLWLDO� FRQGL-
tion. The times are t=1 (top left), 2,300 (top right), 4,600 (bottom left) and 7,360 (bottom right). In 
this example, the active period continues from t=1 to 7,359, and the static period begins at 
t ������� )LYH�JUH\�VFDOHV�GHVLJQDWH�WKH�HQHUJ\�UDQJHV�GHQRWHG�LQ�WKH�¿JXUH��L�H���EODFN � ��E<1, dark 
JUD\ � ��E<���PHGLXP�JUD\ � ��E<���OLJKW�JUD\ � ��E<4, white : (�4.
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coarse-grained state shown in Fig.5 irrespective of randomness of the initial state and irregularity of 

PRWLRQV� LQ� WKH� SUHFHGHQW� ¿UVW� DFWLYH� SHULRG�� ,Q� WKLV� VHQVH�� WKLV� V\PPHWULF� SDWWHUQ� LV� VWDEOH�� 7KLV�

implies that the symmetric state depicted in Fig.5 is a kind of node which the trajectories in the space 

of states pass through. We shall call this type of state the coarse-grained node (CGN). See Fig. 6.

7KH�¿UVW�VL[WHHQ�FRDUVH-grained states at the onsets of the static phase are collected in Fig. 7 in tem-

poral order. They noteworthily possess exact C4v symmetry. Small changes in the initial state do 

not change these patterns as well as the order of emergences, although the evolutions in the active 

periods are quite irregular and are dependent on the initial condition. In this sense, the states shown 

LQ�)LJ����DUH�&*1V�GH¿QHG�DERYH�� :H�PD\�VD\�WKDW��ZKHQ�HQHUJ\�LV�FRDUVH-grained, memory of ini-

tial condition is forgotten in the early stage of the static periods and then recalled during the active 

periods. 

Self-similarity is essential for scaling laws to hold. One can get the scaling laws even only count-

ing the overlap of two fractal patterns in relative motion (Chakrabarti and Stinchcombe 1999, Pradhan 

et al 2003, Bhattacharaya et al 2006). From this view point, it is also notable that glimpses of self-

similarity of the spatial pattern, which is expected from the GRII’s scaling law, are observed in 01～

03 in Fig. 7. These self-similar patterns are not given by an external condition (Barriere and Turcotte 

1994) but are dynamically generated. Larger lattice sizes will be able to manifest this feature more 

clearly, as is shown in Fig. 8.

Now we shall give a proof of the existence of C4v-invariant CGNs in an arbitrary square lat-

tice. The proof follows two steps.

Lemma 

In case r� LV�D�¿[HG�QXPEHU�DQG�Ei, j(0) in (4) are independent of i and j, the static states are C4v-

invariant and algorithm-independent.

Fig. 6　 Schematic representation of CGNs. Here, three trajectories are going in and out a CGN. Distinctions 
RI� WUDMHFWRULHV� DUH� UHÀHFWLRQV�RI� GLIIHUHQFHV� LQ� WKH� LQLWLDO� FRQGLWLRQV� DQG�RU� WKH� DOJRULWKPV� DGRSWHG� LQ�
computations.
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Proof

All cells initially have the same energy given by Ei, j(0)=4-r. The initial state is therefore C4v-sym-

metric. The state remains C4v-symmetric since the energy of each cell is increased by the same 

amount İ until the cells become critical. All the cells become critical simultaneously and release the 

same amount of energy C4v-symmetrically, i.e., to their Neumann neighbors.

If the computational algorithm has been constructed so as for all the cells to release their energies 

simultaneously, then the system’s state is C4v-symmetric at any computational step. Consequently, 

the CGNs are also C4v-symmetric. 

If the computational algorithm has been constructed so as for the cells to release their energies not 

simultaneously (e.g., sequentially from left to right and from bottom to top), then C4v is generally bro-

ken at every computational step. However, this kind of change in the algorithm brings about a mere 

change of the order of the additions and subtractions in the calculations associated to the energy redis-

Fig. 7　 First sixteen CGNs in the temporal order. L=40. The values of the parameters are same as the ones in 
Fig. 5.
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tribution (2). Addition and subtraction commute. Therefore, after all of the cells were revised, the 

¿QDO� VWDWH� RI� WKH� V\VWHP� FRLQFLGHV� ZLWK� WKH� RQH� WKDW� UHVXOWHG� E\� WKH� VLPXOWDQHRXV-change-algo-

rithm. Since the energies are supplied in C4v-invariant way, the states in the following static period 

are also C4v-V\PPHWULF�� Ŷ

Theorem 

For a given square lattice, there exist C4v-symmetric CGNs for the initial condition given by (4).

Proof

Case 1. a�İ<1. 

a is the variance of the initial values that is smaller than unity, which means that all cells are in the 

same category of coarse-graining. The energy İ is supplied to each cell at t=1. Since a�İ, the ener-

gies of all cells exceeds 4 simultaneously at t=1 and are revised simultaneously, too, according to 

(2). In this case, the coarse-grained system behaves in a same way as that of r=0 and the argumenta-

tion given in the proof of the lemma is applicable. The state after the revisions of all the cells com-

pleted is necessarily C4v-symmetric.

Case 2. İ�a<1.

If the energy supplied to each cell were a then all the cells would become critical simultaneously 

and transferred the energy of equal amount 1 to the neighboring four cells. Following the argumen-

Fig. 8　�7KH�¿UVW�&*1�LQ�WKH�V\VWHP�ZLWK�WKH�VL]H����×128. The self-similarity is more clearly observed than 
the case of smaller lattice. The values of the parameters other than L are same as the ones in Fig. 5.
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tation in Case 1, the resultant energy distribution would again have C4v-symmetry when the energies 

were coarse-grained with the width of 1.

Actually, the energy İ supplied to each cell at each time step is smaller than a�� 7KHQ�WKH�VXI¿FLHQW�

amount of energy-supply to render the system active is eventually achieved after the supplies of unit 

energy İ were done [a/İ]+1 times, where [ ] is the Gauss symbol. In the course of this temporal evo-

lution, the system undergoes changes through only additions and subtractions of energies to the 

FHOOV�� $Q\� VXFK� SURFHGXUHV� GR� QRW� DOWHU� WKH� ¿QDO� UHVXOW� EHFDXVH� DGGLWLRQV� DQG� VXEWUDFWLRQV� FRP-

mute. Therefore, the actual trajectory also passes the same C4v-symmetric CGNs as the system with  

İ!D�JHQHUDWHV�� Ŷ

The long range correlations in the CGNs shown in Figs. 7 and 8 are manifested as the symmetries 

that are due to the symmetry of the dynamics and the boundary condition. There are four symmetry 

axes and three rotations in C4v. How much degree does the symmetry break or restore during the 

FRXUVH�RI�WKH�WLPH�HYROXWLRQ�"　In order to answer this question quantitatively, we introduce the sym-

metry breaking parameters BM and BR by

                       (7a)

                        (7b)

Here M�GHQRWHV�RQH�RI�WKH�IRXU�PLUURU�UHÀHFWLRQV�WKDW�NHHS�WKH�LQWHUDFWLRQ�����LQYDULDQW�� 6LPLODUO\���

R denotes one of the three rotations. EM  and ER  are the new arrangements of energies after the 

operation M and R were applied. [E]�LV�WKH�FRDUVH�JUDLQHG�FRQ¿JXUDWLRQ�GH¿QHG�E\�>E]i, j=[Ei, j]. BM 

and BR are the Hamming distances divided by L�EHWZHHQ�WKH�FRQ¿JXUDWLRQV�EHIRUH�DQG�DIWHU�RSHUDWLQJ�

M and R on the state. If C4v is exact, BM and BR both vanishes. These will be equal to 2 if cell 

states are not correlated and randomly take value from 0 to 4 with equal probability. Taking M as 

WKH�UHÀHFWLRQ�DERXW�WKH�YHUWLFDO-axis passing the center and R as the �/2 rotation about the center of 

the lattice, we calculated numerically the temporal variations of BM and BR. The result is shown in 

Fig. 9. 

)UHTXHQWO\�ÀXFWXDWLQJ�DURXQG�WKH�DYHUDJHV��BM and BR take approximately constant values between 

1 and 2 in active periods. At the onset of the ensuing static periods, BM and BR becomes exactly 

zero. In other words, the exact C4v is quasi-periodically recovered. The above theorem tells us 

nothing about how frequently the system visits the symmetric CGN. The quasi-periodicity is rather 

surprising considering the randomness in the active periods.  
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5. Not Chaos

,V�WKH�LUUHJXODU�EHKDYLRU�RI�RXU�GHWHUPLQLVWLF�V\VWHP�FKDRWLF"� 'HWHUPLQLVWLF�FKDRV�UHTXLUHV�DW�OHDVW�

two features : sensitivity on the control parameters, and sensitivity on the initial conditions. In this 

section, we focus our attention to the latter.

The sensitivity on the initial condition will be measured by the rapidity of separation of two orbits 

ZKRVH�LQLWLDO�FRQGLWLRQ�GLIIHUV�RQO\�VOLJKWO\�� :H�GH¿QH�WKH�QRUPDOL]HG�GLVWDQFH�d(t) at time t by the 

hamming distance between two states at time t on different orbits divided by L. Thus

                       (8)

where (a) and (b) denote the states. For simplicity, the two initial states are randomly prepared so 

that E E0 0 0,
, ,

a b
i j
b

i j
aT / -^ ^ ^^ ^ ^h h hh h h  are independent of the lattice cites. We investigate two 

cases : .0 0 0001,a bT =^^ hh  (A) and 0.0002 (B). The result is shown in Fig. 10.

The behaviors of d(t) and d(t�Łd(t+1)-d(t) show no rapid separation of orbits. Although not shown 

here, various initial conditions are examined with the same conclusion.

The marked aspect of our system is the presence of the stable CGNs which orbits pass 

through. By ‘stable’ we mean that CGN is not changed by a small change of initial condi-

tion. Truly chaotic systems, however, do not behave in this way. As an example, let us recall the 

logistic map xt+1=4xt(1－xt) that exhibits chaos. If we coarse-grain the value of the variable by the 

correspondences （0, 0.5）ĺ��DQG���������ĺ���WKHQ�ZH�KDYH�DQ\�VHULHV�RI���DQG���E\�YDU\LQJ�WKH�LQLWLDO�

value. The absence of the CGNs in the logistic map is due to the positive Lyapunov index.

In the above logistic map, when xt is small, the locally exponential separation of two orbits is 

expected from the linearized equation dxt/dt~ 3xt with continuous time. In other words, one of the 

WZR�DVSHFWV�RI�FKDRV��VWUHWFK�DQG�IROGLQJ��LV�FRQ¿UPHG�WR�EH�SUHVHQW��

,d t L E t E t1
, ,

,
i j
a

i j
b

i j

L 2

1
= -

=
^ ^ ^_ ^ ^h h hih h!

Fig. 9　 Temporal behaviors of the symmetry breaking parameters BM and BR for r=0.5. Time is from zero to 
42,029.
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In the present problem, we may turn the variables continuous by rewriting the equation of motion 

as

(9)

Here ǻr’s are the position vectors of the neighboring sites. ș is the Heaviside function. The above 

equation implies that the site at r loses energy when the energy exceeds the critical value, while it 

gains energy when surrounding sites have energies greater than the critical one. The local energy 

conservation poses a constraint on e0 and e1 :

   (10)

We assume E(r��DQG�LWV�GHULYDWLYHV�DUH�VXI¿FLHQWO\�VPDOO�� )XUWKHUPRUH��ZH�UHSODFH�WKH�IXQFWLRQ�ș 

by some positive differentiable function, Ĭ� that behaves as Ĭ(x)ĺ0 for xĺ－ ���Ĭ(x)ĺ1 for [ĺ���

and Ĭ(x)+Ĭ(－x)=1. Performing Taylor expansion of E and Ĭ, and keeping up to the terms linear in 

E, we have

 (11)

Let us assume isotropy of the solution. Then, the liner and cross terms of ǻr are dropped. We 

¿QDOO\�KDYH

r r r .E e E E e E Erc c0 1
r

= + +Ti i- - -
T

o^ ^^ ^^h h h h h!

.e e0 1
r

=
T
!

r r r r/ .E e E E e E E e E E E E1 2
rr

c c c0 1 1 $ $= + + + ddU V V VH H H- - - -
VT

lo^ ^ ^ ^ ^h h h h h!!

Fig. 10 Time-dependences of the Hamming distance (upper graphs) and of the time-differences of the ham-
ming distance (lower graphs) of two close orbits for two cases A and B.　In case A, the initial value of 
each cell of one orbit is increased by 0.0001 from the corresponding value for the other orbit, while, in 
case B, the increment is 0.0002.　The lattice size is 25×25.
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                   (12)

where a use has been made of (10). If Ĭǯ(E－Ec) on the r.h.s. is replaced by a constant, (12) is not-

ing but the diffusion equation, which allows only locally decaying solutions. 

We conclude that the CA of earthquake does not produce chaos originated from stretch and fold-

ing. Instead, the large degrees of freedom are responsible for the irregularity we have observed in 

this paper.

6. Summary

We showed that, irrespective of the dominance of irregularity during the course of time evolution, 

the deterministic CA model presented in this article exhibits self-organization as the emergence of the 

temporal rhythm and symmetric spatial structures simultaneously. This spatio-temporal structure is 

conceivable only when the energy is coarse-grained in the sense mentioned so far. The origin of the 

symmetry is the symmetry in the dynamics and the boundary condition, while the irregularity is attrib-

XWHG�WR�WKH�UDQGRPQHVV�RI�WKH�LQLWLDO�FRQGLWLRQ�WKDW�LV�SRVVLEOH�XQGHU�VXI¿FLHQWO\�PDQ\�GHJUHHV�RI�IUHH-

dom. 

A simple or symmetric initial state does not always lead to a regular motion. Rather, it is fre-

quently observed that the temporal behavior of the individual cell-state is quite irregular irrespective 

of the choice of the initial state. One may say that our system is macroscopically homoplex and 

microscopically autoplex (Wolfram 1994).

6RPH�LQWHUHVWLQJ�TXHVWLRQV�DULVH�� :KDW�LV�WKH�EDVLQ�RI�DWWUDFWLRQ�WR�&*1V�"　How does stochas-

WLFLW\�LQ�G\QDPLFV�REVWUXFW�WKH�RUJDQL]DWLRQ�"　These are left as open problems for future studies. 
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